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ON-CAMPUS VS. ONLINE COURSE DELIVERY: AN EMPIRICAL LOOK AT BOTH APPROACHES IN A CONTROLLED SETTING FOR INTRODUCTORY MANAGERIAL ACCOUNTING

Win G. Jordan, Fort Hays State University  
Amanda Brown, Fort Hays State University

There continues to be much discussion about whether or not students learn as much in an online course as they do in an on-campus face-to-face setting. This paper presents empirical observations about four sections of introductory managerial accounting, two taught on-campus and two taught online. The on-campus face-to-face approach provided the same course content available in the online approach but also used classroom lectures and discussions. A comprehensive final exam covering all learning objectives of the course was used as the overall measure of content learning. The hypothesis was that content learning was not equal in the two groups, but a t-test using unequal variances indicated that essentially equal content learning was occurring under both approaches (the null hypothesis). Quantile regression also was used to uncover some insights not revealed by the t-test, indicating that among the worst-performing students, online students performed better than face-to-face students and that younger students outperformed older students.

INTRODUCTION

With the increase in availability of online courses, concern continues to exist on their effectiveness. Consider, for example, online courses at the authors’ Midwest state comprehensive university. Twelve years ago, the counsel given to advisors and young students recommended against having young students take their courses online. At that time, the department charged with online education collected evidence showing students over 25 years of age generally outperformed younger students in online courses. Recently, however, that supposition does not appear to hold true. The question remains as to whether online students learn as much as on-campus face-to-face students. For the purposes of this paper, “learning” refers to the content embraced in the learning objectives; no claims are made about any non-content learning or other qualitative aspects that may occur in a course.

Many studies have been conducted on a variety of issues surrounding distance education vs. traditional classroom education. Latchman et al. (1999) started their paper by saying, “there is no doubt that nothing will replace synchronous learning with face to face interaction” (p. 247). However, as they conducted their study, they found that using the Internet to supplement classroom education could be an alternative to the classroom both for distance students and students unable to attend a particular class; enhanced learning occurred in either situation. Lectures, notes, and additional materials could be made available, much as occurs with Blackboard today.

In a report by The Institute for Higher Education Policy (Phipps & Merisotis, 1999), the authors stated:

Most of these studies conclude that, regardless of the technology used, distance learning courses compare favorably with classroom-based instruction and enjoy high student satisfaction. For example, many experimental studies indicate that students participating in distance learning courses perform as well as their counterparts in a traditional classroom setting. These studies suggest that the distance learning students have similar grades or test scores, or have the same attitudes toward the course.

But the same study went on to recommend caution in placing too much assurance on that conclusion since the conclusion may not be generalizable across all courses.

Anstine and Skidmore (2005) examined whether MBA students who took only online courses learned as much as students taking identical courses in the traditional, face-to-face format. The MBA program that was studied offered economics classes, introductory statistics classes, and managerial economics classes in both online and traditional in-class formats. Comparison of test scores indicates similar content learning in the two formats. However, when they controlled for other non-content factors, use of a switching regression showed the online environment to be less effective than the traditional environment (p. 3).

Fajardo (2011) examined accounting courses – both online and face-to-face – with a focus on tying educational strategies and assessments to desired learning outcomes. Fajardo examined performance on the Standardized Learning Outcomes Assessment Tests (SLOATS) across several years. Each learning objective used four multiple-choice questions and one or two essays to assess performance. Each year the author examined each of the selected courses by learning method, considering the mean score of each method and the proportion of students in each method achieving at least 75% on the learning objectives. Not all courses were offered in both methods. In regards to online vs. onsite courses, Fajardo indicated that sometimes online would perform better, sometimes onsite would perform better, and sometimes they were about the same.
Neuhauser (2002) studied learning style and effectiveness of online and face-to-face instruction using two sections of a course. Neuhauser compared performance on each component of the course (test scores, assignments, participation grades, and final grades) but found no significant differences. Having focused on equivalency, Neuhauser turned to her primary interest: student perceptions of effectiveness of the current course’s components in comparison with the effectiveness of courses taken under the other method. (Students taking a class online compared the effectiveness of each component with those of face-to-face courses taken. Students taking a class face to face compared the effectiveness of each component with those of online courses taken.) Neuhauser concluded that equivalent activities were equally effective in either situation. Thus the use of the course components focused on establishing course equivalency as a precondition to subsequent analysis.

Leasure et al. (2000) compared student outcomes from online and traditional sections of an undergraduate research course, finding no significant difference in examination scores between the two groups when using a t-test of exam scores means. Of interest are the findings of Leasure et al. on the significant self-selection that occurred as students chose which approach to pursue. The reasons given for choosing the traditional classroom included perceptions of increased interaction, less opportunity to procrastinate, receiving immediate feedback, and more meaningful learning activities. Those choosing the online section cited cost, convenience, and flexibility. Leasure et al. found that students who were most suited to online courses were those reporting greater self-direction, the ability to pace themselves, and a lack of procrastination.

Vogel (2011) made an interesting twist by comparing performance of a course taught in three modes: online, in the traditional classroom, and as a hybrid course. Vogel evaluated a score production function (based on innate ability, student work input, and course mode) to assess outcome differences in the modes of presentation. In addition, Vogel also used ordinary least squares (OLS) and a Censored Tobit, finding that online students tended to perform better than traditional students, whereas traditional students performed slightly better than students in the hybrid class.

Johnson et al. (2000) compared outcome data from two sections, one online and one face-to-face, of a graduate-level instructional design course in the human resource development field. Both sections were taught by the same instructor with the same content, activities, and projects. Grade distributions in the two sections were essentially equal. Comparisons were based on the perceptions of students and included such items as student ratings of instructor and course quality and perceptions of interaction and support. Learning outcomes considered several other aspects in addition to exams. In all areas, no significant differences were found. The authors went on to infer that this lack of difference in learning outcomes supports the continued development and use of online programs.

Harrington (1999) compared performance of students in online and traditional statistics classes taken as part of a Master of Social Work program. Performance was based on homework assignments and closely related quizzes. No overall difference in performance was seen between classes in terms of being an online or traditional class. However, when Harrington subdivided the classes by student grade point average (GPA), a difference in performance was noted for lower-GPA students. Online students with higher GPA’s did as well as higher-GPA students in the traditional class. Online students with lower GPA’s did not do as well as lower-GPA students in the traditional class. The Harrington study contributed to the idea of looking for differences in segments of the population used in the current study with quantile regression.

After compiling dozens of studies on distance education, Russell (1999) found no difference in student learning. This appeared to be true especially in studies where different sections of the same class were taught both online and in the traditional classroom. Studies came from a number of disciplines. Of the studies discussed so far in the current article, Fajardo (2011) was in accounting, Leasure et al. (2000) was in research, Johnson et al. (2000) was in instruction design, and Harrington (1999) was in social work. To these studies can be added Horiuchi et al. (2009) in continuing education for nursing and Thirunarayanan and Perez-Prado (2001) in ESOL (teaching English to speakers of other languages). In each of these cases, no significant overall difference was found between online and traditional face-to-face results. None of these studies indicated that they involved introductory managerial accounting.

Arbaugh (2000) said, “Comparing exam performance in asynchronous Internet-based courses with that of traditional classrooms will help determine whether the ‘no significant difference’ phenomenon prevalent with other forms of distance education can be extended to them as well” (p.216). Arbaugh went on to say, “Another significant limitation relates to the measures used in this study. A single measure of learning may not completely capture the content and quality of student learning experiences” (p. 227). Later, in Arbaugh (2005), the author states, “Because most comparison studies have focused on a single course or courses within a single discipline, it is impossible to make definitive assertions on the impact of disciplinary effect” (p. 58).

Thus, such comparisons continue on a case-by-case basis. The current study sought to extend the comparison of results into the area of introductory managerial accounting. This study examined content learning of online vs. face-to-face approaches when taken as a whole to see if one provided superior results. The study also examined via quantile regression whether differences arise when considering segments or subgroups of the students.
METHODOLOGY

The study covered four sections of the primary author’s undergraduate Principles II (managerial accounting) class, two sections being on-campus face-to-face sections and two sections being online sections. The students self-selected into online or face-to-face sections as part of their normal enrollment process; thus the formation of the sections was not controlled. The on-campus sections contained a total of 50 students, whereas the online sections contained a total of 30 students. The on-campus sections were offered the same content available to the online students plus class lectures and discussions. All students in the class used Aplia as a third-party homework aid; exams were administered using the testing capabilities in Blackboard. A comprehensive multiple-choice final covering all learning objectives was used as the overall measure of content learning. Because of the inability to control the testing environment of online students, all students took the exam at home, maintaining the same conditions for both on-campus and online students. Similarly, the exams for all sections were open-book and open-note with a time limit of 75 minutes. The current study used the same rationale as that expressed by Anstine and Skidmore (2005): “Because online students, by the nature of the learning environment, can use resources such as textbooks and notes to answer test questions, the students in the traditional class were also given take-home exams and were allowed to use authorized resources to answer test questions” (p. 112). To further control the testing environment in the current study, questions on the exam were randomly pulled from a pool for each chapter covered.

It should be noted that all students worked under the same examination set up, thus allowing for a better comparison of final exam scores between the two groups. This equality in testing conditions was not present in Arbaugh (2005), Fajardo (2011), Johnson et al. (2000), or most of the other studies discussed above because they were focusing on different matters. Other authors, such as Neuhauser (2002), did not address the testing conditions. Harrington (1999) used the same quiz questions for both methods, but no mention was made of using a final, especially a comprehensive one. In Arbaugh (2000), student learning was measured using a 50-question multiple choice exam. Anstine and Skidmore (2005) used identical exams for a particular course, but different types of exams for different courses, with all being take-home exams.

A simple t-test was performed on the mean final exam scores of on-campus students and online students. The authors put forth the hypothesis that there would be a difference between the means, thus the hypotheses became:

H1: A difference exists between the means of online student final scores and on-campus student final scores.

H0: No difference exists between the means of final scores for the two groups.

The authors considered whether students’ self-selection had resulted in atypical groups. Therefore the authors attempted to determine possible differences in the student population that would account for the results. In data collection, the following demographic attributes had been requested from students: gender, age, major, entering cumulative GPA, whether they were primarily an on-campus student or an online student, credit hours taken that semester, weekly work hours, and country of origin. The demographic attributes were examined to see whether correlations existed between them and performance on the final exam. (Attributes with strong correlation could be examined to determine if the two populations differed.) In this process, multiple regression and quantile regression were used.

Regression analysis looked at the population as a whole or as if involving a “typical” student. Multiple regression coefficients indicated the average change in the dependent variable given a change in a specified independent variable, but they failed to consider potential differences between subgroups of the population. All members of the population were assumed to be functioning alike. Regression analysis was used primarily to identify which variables significantly contributed to the final exam score. The independent predictor variables included the following:

1) Aplia points, a continuous variable, reflected accomplishment on homework and was expected to contribute positively to the final exam score.

2) Total credit hours entering the course was a category variable indicating the student’s class standing and was expected to be negatively correlated since higher class standing (junior or senior) indicated that the student had postponed taking the course instead of taking it when expected (usually sophomore year).

3) On-campus versus online was a dummy variable (on-campus = 1; online = 0) that captured the learning format in which the student was taking the class; a positive correlation was expected originally.

4) Gender was a dummy variable (male = 1; female = 0) expected to have no significant correlation to final exam scores.

5) U.S. versus foreign was a dummy variable (U.S. = 1; foreign = 0) expected to have no significant influence.
6) Average exam score was a continuous variable expected to correlate positively with final exam scores.

7) Working 5 to 20 hours per week was a dummy variable (yes = 1; no = 0) expected to have a negative correlation with final exam scores.

8) Working over 20 hours per week was a dummy variable (yes = 1; no = 0) expected to have an even stronger negative correlation with final exam scores since it reflected having less time to study.

9) Age was treated as a categorical variable (over 30 = 5; 26-30 = 4; 23-25 = 3; 20-22 = 2; under 19 = 1) which we originally expected to be positively correlated with final exam scores.

10) Overall GPA entering the course was treated as a categorical variable (under 2.0 = 0; each additional half point of GPA went up 1 until the highest category was 3.5-4.0 = 4) expected to have a positive correlation with final exam scores.

11) More than 12 credit hours this semester was a dummy variable (yes = 1; no = 0) expected to have a positive correlation since it indicated a full-time student who might have less time demands than a part-time student.

Consideration was given to whether variations within the population might yield additional insights. Harrington (1999) showed an example where results were better interpreted by considering portions of the population. After finding no difference between online and traditional students as a whole, Harrington subdivided the classes by student grade point average (GPA). Examining the students in this new context, a difference in performance was noted; online students with lower GPA’s did not do as well as traditional lower-GPA students.

In the current study, quantile regression was used to examine different performance in different subgroups. By subdividing the population into levels of the dependent variable (final exam score in this study), the various levels of performance were examined to determine where, if any, particular independent variables had a significant effect on that subgroup. This refinement provided additional insight into the relationship between a variable and resulting performance. Thus high-performing students were contrasted with middle-performing students and low-performing students to see if a variable impacted one subgroup more than another.

RESULTS

As shown in Table 1, using a t-test of two means with unequal sample sizes and unequal variances found no significant difference. Tests showed that assuming unequal variance was justified. However, examination assuming equal variance yielded nearly identical results (with the resulting probability being .20 instead of .19). Therefore, the H1 hypothesis was rejected; no significant difference was found in the content performance of on-campus students in comparison with that of online students. A simple t-test, however, does not control for other factors that potentially might explain any differences in the two groups. This led to performing a regression analysis, as discussed above.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Campus vs. Online Final Exam Scores t-Test: Two-Sample Assuming Unequal Variances</td>
</tr>
<tr>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Hypothesized Mean Difference</td>
</tr>
<tr>
<td>df</td>
</tr>
<tr>
<td>t Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) two-tail</td>
</tr>
<tr>
<td>t Critical two-tail</td>
</tr>
</tbody>
</table>
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When the OLS regression analysis was run including all the variables, only four variables and the constant showed any significant relationship to final exam scores. As shown in Table 2, a strong positive relationship (at the .001 level) existed between average exam scores and final exam grades; this was as expected. A significant negative relationship (at the .01 level) was found between on-campus students and final exam scores, indicating that online students might be performing better. A weak positive relationship (at the .1 level) existed for total credit hours taken that semester, as was expected. In addition, a weak negative relationship (at the .1 level) was noted for weekly work hours, as was expected. Note that the lack of significance between age and final exam score supported the belief that age was no longer an important factor in determining whether students should be advised to take online courses.

TABLE 2

Results of Multiple Regression to Identify Variables Influencing Final Exam Scores

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>1-tailed p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>26.306</td>
<td>*</td>
</tr>
<tr>
<td>Aplia points</td>
<td>.139</td>
<td></td>
</tr>
<tr>
<td>Total credit hours entering course</td>
<td>-.045</td>
<td></td>
</tr>
<tr>
<td>On-campus vs. online (dummy variable)</td>
<td>-9.823</td>
<td>**</td>
</tr>
<tr>
<td>Gender (dummy variable)</td>
<td>1.299</td>
<td></td>
</tr>
<tr>
<td>U.S. vs. foreign (dummy variable)</td>
<td>-5.077</td>
<td></td>
</tr>
<tr>
<td>Average exam score</td>
<td>.723</td>
<td>***</td>
</tr>
<tr>
<td>Working 5 to 20 hours per week (dummy variable)</td>
<td>-1.616</td>
<td>*</td>
</tr>
<tr>
<td>Working over 20 hours per week (dummy variable)</td>
<td>-3.248</td>
<td>*</td>
</tr>
<tr>
<td>Age</td>
<td>-.299</td>
<td></td>
</tr>
<tr>
<td>Overall GPA entering course</td>
<td>-.477</td>
<td></td>
</tr>
<tr>
<td>More than 12 credit hours this semester</td>
<td>4.548</td>
<td>*</td>
</tr>
</tbody>
</table>

In order to work with quantile regression, the authors started with all the variables listed above, but the small sample size necessitated first identifying attributes (variables) with the greatest significance. Elimination of attributes found not to be significant led to the three variables and the constant: the constant (C), VIRTUAL_1, AGE, and EXAM_AVE. One change was made on how VIRTUAL_1 was valued in the quantile regression; if the student was online, the value was 1, whereas a traditional student used a value of 0. AGE continued to use the categories described previously, and the average of the previous four exams in the class was shown as (EXAM_AVE). As shown in Table 3, these four attributes were found to be have overall significance in the least squares portion of the quantile regression. Since the constant is not of interest, it will not be discussed further.
The quantile regression stratified the population into ten segments for each attribute of interest and examined its significance as a predictor of final exam scores. The coefficient showed the degree of change on final exam scores associated with a unit change in the attribute. The rate of change of the coefficient showed whether change occurs more rapidly in higher or lower segments.

Thus, considering VIRTUAL_1, shows that the impact on being an online student had a higher impact if the student was in the lowest-performing 30% of students. For those 30% of the students, online students actually did better than face-to-face students. One possible explanation is that the online students felt the pressure to study the materials more than their face-to-face counterparts since they had less instructor interaction. Whether or not the student was on-campus or online had no significant impact on the upper 70% of students.

Whereas the least squares regression showed AGE to be significant, the quantile regression revealed that the significance was confined to the worst-performing 40% of students in the population. For those 40% of the students, the negative correlation shows that younger students outperformed older students. One possible explanation is that the older students were taking on more responsibilities, such as employment, marriage, and family.

The EXAM_AVE variable was found to be highly significant in all segments of the population. It is not surprising that performance on previous exams would serve as an indicator of student performance on the final exam. However, the rate of change of the coefficient is decreasing at the higher segments of the population. This indicates that a single point on one of the earlier exams is less important in predicting the final exam score for a top student than it would be for someone else.

### CONCLUSIONS

For the course examined (introductory managerial accounting), there was no significant difference in the final exam scores of on-campus vs. online students. The decision of students to take online courses as opposed to on-campus face-to-face courses may reflect a degree of self-selection, but further research would be needed to identify the attributes involved. Perhaps such work might consider Anstine and Skidmore (2005), where three variables were identified that “might influence a student’s learning environment choice but not necessarily affect class performance”: (a) travel time to a university, (b) whether the student had children in the home, and (c) reported weekly hours devoted to work. All three of the suggested variables are fairly common in students at the current authors’ university, whether they are taking classes online or in the traditional classroom. Another possible variable would be how long it had been since taking college algebra and how well the student scored in that course. Gathering the data would permit further examination as to their impact on self-selection.

It must be stressed that this study was limited to examining the learning of content. No claims are made about any non-content learning or other qualitative aspects that may occur in a course. In Arbaugh (2000) the author warns, “Another significant limitation relates to the measures used in this study. A single measure of learning may not completely capture the content and quality of student learning experiences” (p.227). The same limitation applies to the current study. Finding the appropriate measures to use could offer opportunities for additional research.

Contributions of this study are two-fold. First, the control of conditions for students taking the final exam was identical, allowing for better comparison of the scores and their indication of content learning. This control often was missing in other studies because they were focusing on

---

**TABLE 3**

<table>
<thead>
<tr>
<th>Variable</th>
<th>OLS Regression</th>
<th>Quantile Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff</td>
<td>Std. Error</td>
</tr>
<tr>
<td>C</td>
<td>20.390</td>
<td>8.457</td>
</tr>
<tr>
<td>VIRTUAL_1</td>
<td>5.390</td>
<td>2.946</td>
</tr>
<tr>
<td>AGE</td>
<td>(3.89)</td>
<td>0.208</td>
</tr>
<tr>
<td>EXAM_AVE</td>
<td>0.834</td>
<td>0.112</td>
</tr>
</tbody>
</table>

---
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different matters. Second, the current study used quantile regression to provide additional insights by segmenting the population by performance level and looking at the impact of the variables on performance within each segment. In contrast, regular OLS regression simply considered the average impact of a variable on performance of the population as a whole.
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